Fairness of data

Does our data work for everyone in a same way?
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What we are talking about?

To analyze whether our model is

o fair, we need to identify when some We d eﬂ ne
groups of people get a different
ea rn I n experience than othersin a b|aS here as
problematic way. For example,a
group of people could be people data that iS in
o ® who don't pay back loans. If our
n model is trying to predict who some \Nay Not
should be extended credit, this .
I e I es group of people should have a represe Ntative
different experience than others. An 1: the res |
. . example of the type of problem we @)
Automatlng MOdel Llfe CyC|eS want to avoid is when the only World
- people who are incorrectly turned c
Wlth TensorFlOW down for loans are of a certain race.

Fairness Biasing




|s your data is fair?

Just like humans, artificial intelligence can be sexist and racist.
Princeton University study finds machine learning copies human
prejudices when learning language

Using the popular GloVe algorithm, trained on around 840 billion
words from the internet, three Princeton University academics
have shown Al applications replicate the stereotypes shown in the
human-generated data. These prejudices related to both race and
gender.




|s data Iin cultural heritage Is

Hint: NO






s It a problem with my
dataset?

Hint: No



Facts against this statement

Model was trained using transfer Data was collected without filtering Data follows the structure that
leaning and it already has features by any visual scene context predefined by experts before the
for person detection epoch of fairness discussion



Discrimination by sexual orientation
or representation of art?

w 33C - relations between the sexes

~Rellgion and Magic
p 2 - Nature
p 3 - Human Being, Man in General
p 31-man in a general biological sense
p 32 - human types; peoples and nationalities
p 33 - relations between individual persons
p 33A - non-aggressive relationships
p 33B - aggressive relationships, enmity, animosity
w 33C - relations between the sexes
p 33C1T - pernicious influence of women, 'femmes fatales’
w | 33C2 - lovers; courting, flirting
p 33C217 - courting
p 33C22 - lovers' meeting
p 33C23 - couple of lovers
- 33(C29 - the envious friends; criticizing bystanders ~ lo
p 33C3 - one-sided courting; pursuit; difficult choice

p 33C1 - pernicious influence of women, ‘femmes fatales'
w 33CZ - lovers,; courting, flirting
p 33C21 - courting
p 33C22 - lovers' meeting
p 33C23 - couple of lovers
» 33C29 - the envious friends; criticizing bystanders ~ love
p 3303 - one-sided courting; pursuit; difficult choice
p 33C4 - coitus, cohabiting, sexual intercourse
p 33C5 - prostitution
w | 33C6 - homosexual love
p 33C617 - pederasty, sexual contact between man and boy
p 33062 - sodomy, sexual contact between men
p 33CCH6 - homosexual love - CC - homosexual love betwee
p 33C7 - potency and impotency
p 33C8 - amorousness, desire




Does word “slavery” associate to specific ethnic group?

Hint: Data structure say “yes”

ject type: painting

Madonna and Child Jean-Baptiste Colbert (1619-1683) Juan de Pareja (ca. 1608-1670)

Filippino Lippi, ca. 14 Philippe de Champaigne, Veldzquez (Diego Rodriguez

Portrait of a Woman and an Enslaved Eugéne Joseph Stanislas Foullon d'Ecotier The Boot Black The Adoration of the Magi
Servant (1753-1821)

1696 Antoine Vestier, 1785
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Algorithms don't remember
INcldents of unfair bias. But
customers do.




Be transparent

Tell people how your algorithm
makes decisions. Knowing how
your product works — and how
well it works across groups —
will make people more
comfortable using it.

What we can do?

Test, tune, and test again.

Inspect training datasets for
bias using a fairness indicator,
visualizer, or other tool. Even a

widely used dataset might
have flaws, so it's important to

review it carefully. Teams
should also continue
monitoring algorithms after
they are released.

Seek different points of
view.

Hire people with diverse
backgrounds and areas of
expertise. Invite the public to
share local knowledge.
Collaborate with community
groups and advocates. A wide
range of input makes data
more robust.

Ask questions.

What you know about your
data?



